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Abstract—The selection of the best memory configuration is a
challenge for designers when systems are affected by soft errors.
When memory reliability is an issue and scrubbing is not rec-
ommendable, multibit protection codes are one of the available
options. In this paper, the reliability of memories protected with
those codes is studied. First, a method to analytically approximate
the mean number of events to failure of memories protected with
error correction codes capable of handling multiple bit errors is
presented and validated through simulation experiments. Then,
the selection of the optimal protection code for a given memory
configuration in terms of memory size, word length, and target
reliability level is analyzed. This selection process is illustrated
using a practical case study. The study is then extended to deter-
mine, for a given error correcting code, the maximum memory size
that would meet a target reliability level. Finally, the effect of the
memory word size on the system reliability is considered by com-
paring different options. In summary, the proposed methods can
be useful for designers when choosing the memory configuration
at the system level for critical applications in which reliability is a
major concern.

Index Terms—Memory, multibit error correction codes, relia-
bility, single-event upsets (SEUs), soft errors.

I. INTRODUCTION

R ELIABILITY is a critical factor for memories [1]–[4]
when they operate in environments where there are many

sources of error [5], [6], for example, space [6], [7]. Aside
from the higher probabilities of errors, these environments may
present other difficulties [8]–[10] like distance, which makes
systems physically unreachable, preventing the possibility of
performing maintenance operations in situ. Due to these rea-
sons, it is mandatory that the correct design decisions are
taken, so that the reliability level is high enough in order to
guarantee the correct operation of the system. However, if the
event arrival rate is too high, there will be a large number of
soft errors, for example, single-event upsets (SEUs) [11]–[14].
In this case, reliability may decrease a lot, which would make
the system nonoperative for many applications. SEUs will be
considered the main source of soft errors in the rest of this
paper.
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Traditionally, memories have been protected with single
error correction (SEC) codes [15], [16] that can correct up to
one error per memory word. To avoid the accumulation of errors
in the memory, which would eventually cause a failure when
a second SEU affects a bit of a word already affected by a
previous one, scrubbing is used [17]. The scrubbing process
periodically reads the memory words and corrects the errors, so
that a failure occurs only if two errors arrive in the same scrub-
bing period. This is usually a valid solution, but sometimes, it
may not be feasible or desirable. For example, considering a
memory, if power saving is an issue, then scrubbing would not
be the most convenient option since it would increase power
consumption or, if the memory is very frequently accessed due
to hard time constraints, there may be no idle cycles to perform
the scrubbing process.

There are other options based on redundancy, like adding
extra memory chips and voting for the majority value when-
ever data are accessed. This usually produces a high cost
overhead. Another solution would be to add more pow-
erful error detection and correction codes to the memory.
As discussed before, it is usual that memories implement
SEC codes, but although this increases reliability significantly
compared to an unprotected memory, sometimes, it is not
enough.

Introducing codes that are able to correct a number of
errors higher than one is feasible [17]–[19], but these codes
need to be carefully chosen as they usually introduce some
drawbacks. The first one is cost, since multibit protection
implies additional redundancy. This cost includes the extra bits
added to each word plus the correction and protection logic,
which suffers an increment of complexity. Moreover, perfor-
mance may be affected, because the mentioned complexity
would eventually increase the data codification and decodifica-
tion time.

In this paper, methods to help the designer choose the most
suitable multibit protection code and memory word size for
a system suffering soft errors will be offered. These methods
will allow the selection of the optimal memory configura-
tion for a given application in the early stages of the design
process.

The rest of this paper is organized as follows: The prob-
lem assumptions and reliability estimates are introduced in
Section II; a methodology to select the optimal protection level
in a memory of a given word size is presented in Section III;
then, in Section IV, the selection of an optimal word size is
considered; and finally, some conclusions will be shared in
Section V.
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II. PROBLEM ASSUMPTIONS AND RELIABILITY ESTIMATES

The following assumptions will be used for this paper.
1) Memories are protected using an L-bit protection code.

This implies that each word has some redundant bits c,
which are able to correct up to L simultaneous errors in
the same word.

2) Memories do not implement scrubbing. Errors accumu-
late in the memory until L + 1 hit the same word. At that
point, the protection codes cannot handle the situation,
which leads to a memory failure. The effect that some
words may be rewritten by the application, thus elim-
inating the errors already accumulated on them, is not
considered, which will lead to a conservative approach
in the following sections.

3) Events are supposed to arrive following a Poisson
distribution.

In order to characterize the quality of the protection codes,
the following parameters will be used:

1) M : the number of words per memory;
2) N : the number of data bits per word (excluding protection

bits);
3) c: number of redundant bits per word introduced by the

protection code;
4) mean time to failure (MTTF): the factor that measures

reliability in this approach. It represents how much time
the memory should work on average until it fails;

5) event arrival rate per word (λword): number of events
(SEUs) that are produced in the memory per word and
unit of time. On the other hand, the event arrival rate per
memory will depend both on the previous parameter and
the number of words in the memory: λmemory = λword ·
M . Both parameters λmemory and λword depend on the
memory width. The higher the number of redundant bits
c, the more likely to suffer a soft error. Therefore, the
event arrival rate implicitly depends on L (since selecting
a certain L-bit protection code would determine c);

6) mean number of events to failure (METF): this represents
how many events (SEUs) the memory has suffered on
average until reaching failure (during the time determined
by the MTTF). Following a well-known relation for
Poisson processes (see [20])

MTTF = METF/λmemory = METF/(λword ·M).
(1)

This relation will be used in the techniques presented in this
paper.

The MTTF will be used in the rest of this paper as the esti-
mate of the reliability since it is simple enough and gives an in-
tuitive measure of the expected time to failure of the memories.
However, to make the results independent of the event arrival
rate λword, the METF will be used in the following, since the
calculation of the MTTF having the METF is straightforward
using (1). For the calculation of METF, an approximation has
been proposed [20], [21] for the case L = 1 and M � 1

METF |L=1
∼=

√
π ·M

2
. (2)

Fig. 1. Evolution of the METF obtained by (stars) simulation and (diamonds)
approximation for different memory sizes (M) and several multibit protection
codes (L).

However, to the best of the authors’ knowledge, no analytical
expression for the MTTF in the case of multibit protection
codes (L > 1) has been proposed.

This problem can be tackled by noticing that the memory
failure model is equivalent to the classical “birthday surprise”
problem [22] that has been extensively studied in the area of
statistics [23]. In this case, we could see the multibit protection
codes as a generalized problem, where at least L + 1 people
share the same birthday [24], and therefore, previous results
from statistics can be applied [25]–[27].

As a conclusion, we propose the following approximation
(where Γ(x) is the gamma function), which can be used when
M is large (see [26]). In fact, it can be seen that (2) is a
particular case of (3) for L = 1

METF |L ∼= L+1
√

(L + 1)! · Γ
(

1 +
1

L + 1

)
·M L

L+1 . (3)

In order to check the accuracy of the approximations for the
problem under study, a set of simulations has been conducted.
The simulations have been designed to recreate several mem-
ories, with different sizes and protection codes. The selected
values of L and M cover the practical range of L and the lower
range of the values of M , where the approximations will be
less accurate. For those values, events have been induced and
the number of events to failure measured for a large number of
experiments. Then, the average of all the experiments has been
calculated and used as an estimate of the METF. The results are
shown in Fig. 1, where the simulated values are plotted with a
star and the values predicted by the approximations are plotted
with diamonds. It can be seen that, for most memory sizes, the
approximation given by (3) is accurate. This is more clearly
observed in Fig. 2, where the ratio of the METF obtained by
simulation to the METF given by approximation (3) is shown.
The difference between simulation and approximation is below
5% for most memory sizes. In summary, approximation (3) can
be used to accurately estimate the METF.
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Fig. 2. Ratio of the METF obtained by simulation to the METF given
by approximation (3) for different memory sizes (M) and several multibit
protection codes (L).

From the results, it can also be observed that, given a certain
memory size M , the METF of the system increases with L,
as expected. Moreover, the METF increases when M grows,
as explained before. The growth with M is given by (3) and
increases with L. For large values of L, it can be seen that the
growth of METF tends to be linear with M

O(METF )|L�1 → O(M). (4)

For smaller values of L, which is the usual case, the growth
of METF with M will be sublinear. Moreover, the denominator
of (1) λword ·M is obviously linear with M . Then, it is clear
that both facts make the MTTF decrease with M .

III. SELECTION OF THE PROTECTION LEVEL:
OPTIMAL MTTF VERSUS COST

In this section, a methodology to help the designer determine
the most suitable configuration for a given system memory will
be described. Suitability implies finding the minimal L which
makes reliability (MTTF) high enough to meet the application
requirement. It is important that L is minimal, because area
cost and complexity grow as the protection level is increased.
Formally, the problem can be stated as follows:

“Given a memory in a system suffering soft errors,
characterized as {M,λword,MTTFTarget}, where M is
the size in words, λword is the event arrival rate per word
due to radiation, and MTTFTarget is the target reliability,
find the minimal L such that the reliability is met and the
cost c is optimal.”

There are other costs associated to the protection codes
apart from the redundant bits c, for example, the encoding
and decoding logic. Their impact on the overall cost should be
negligible in most cases, and therefore, they are not considered
in this paper.

The technique to find out L is divided into two consecutive
steps.

A. Step 1: Determination of the Required METF

Although the imposed constraint is to meet a certain MTTF,
it is better to reduce the problem to work with the METF, as
discussed before. The reason of this is that METF is indepen-
dent of λword (contrary to MTTF), which is more convenient to
make the study more general.

Therefore, the initial step would be to determine the mean
number of events to produce a failure associated to a given
MTTF. This is straightforward, since there is a relation that
works with both magnitudes (see Section II). Just making
METF = MTTF · (λword ·M), the right value would be ob-
tained. However, a side effect introduced by the L-bit protection
codes has to be taken into account. Since these codes add
some redundant bits, the size of the memory is effectively
increased, and therefore, the probability of receiving more
events also grows for a given memory technology and radiation
environment. In this way, the error event arrival rate is directly
proportional to the size of the memory in bits.

If, as defined before, the number of redundant bits per word
is c, then the area would be incremented by a factor f = (N +
c)/N , where N is the original number of data bits per word. As
the event arrival rate per memory (λword ·M) is linear with the
memory size, the same increment applies here. Therefore, the
required METFTarget would be calculated as

METFTarget = MTTFTarget · (λword ·M) · f. (5)

An important thing to notice is that factor f depends directly
on the protection code type. At this point, the decision on
which that protection code should be has not been made yet.
Therefore, a collection of METFs should be calculated, one for
each value of L that will be considered

METFTarget|L = MTTFTarget · (λword ·M) · fL (6)

fL =
N + cL

N
(7)

where cL is a function of L. The values that have been consid-
ered for L in the experiments are L = 1, 2, 3, and 4, which are
the most typical values when protecting memories. This set can
be expanded with other values if a given application requires it.

With this set of {METFTarget|L}, the second step will be
to find out the most appropriate protection code to meet the
reliability constraint.

B. Step 2: Calculation of the Optimal L

There are several considerations that have to be made about
multibit protection codes.

1) The area cost grows with L, but this varies from code to
code, and also with the word size (N) as given by the
factor (7). This is particular to each specific protection
code, and therefore, it should be studied for each case.

2) METF and MTTF also grow with L. With this, the
reliability can be increased until the constraint is met.

3) MTTF decreases with memory size. In other words, the
larger the memory is, the more likely it will fail after



406 IEEE TRANSACTIONS ON DEVICE AND MATERIALS RELIABILITY, VOL. 9, NO. 3, SEPTEMBER 2009

a certain time. However, METF increases with M , be-
cause as the memory size grows, it will be less likely
that multiple events hit the very same word. This may
seem contradictory if (1) is analyzed, because MTTF and
METF are directly proportional. The reason for this is
that (λword ·M) also increases with M , and that incre-
ment grows quicker than METF, as can be seen in (3).
Therefore, METF/(λword ·M) will decrease with M ,
as discussed before.

There are three magnitudes that need to be considered when
analyzing the memory: {METFTarget|L}, M , and L. Notice
that λword is not relevant at this point, because the working
parameter is METF and not MTTF.

1) Optimal L to Meet Reliability Requirements for a Mem-
ory Size M : In the following, the algorithm to find out the most
suitable L is presented.

1) The first value of METFtarget|L with L = 1 would be
considered.

2) Using approximation (3), the METF |L for that value of
M would be calculated.

3) If that value is larger than METFtarget|L, then an
L-bit protection code would be enough to meet the MTTF
constraint.

4) If the value is smaller than METFtarget|L, then that
protection is not enough. The process should be repeated
from 1), with L← L + 1 until the protection level is
enough.

With this, the optimal protection for the given memory would
be obtained, minimizing area cost while meeting the reliability
constraints.

2) Optimization of M for the Selected Protection Level L:
Once the most appropriate value of L has been chosen, a
range of M is delimited in which the reliability constraints
are met. This means that, although the protection level has
been selected based on an initial memory size estimated by the
designer, there may be larger sizes that are potentially protected
by that value of L. Let us define Minitial as the initial size
estimated by the designer, based on the application and the
system requirements. If, now, a protection for L bits is added,
the value of Mmax will be calculated in order to determine
how much the memory size could increase while meeting the
reliability constraints. Then, the designer will have the option
of reconsidering the initial memory size Minitial with an Mfinal

in the interval [Minitial,Mmax]. In other words, assuming the
cost of implementing L, more memory could be used, if an
analysis of the system advises so. This also determines the
upgrade capability for future expansions of the system.

Using (1) and (3), the value Mmax can be obtained as

Mmax
∼=

⎛
⎝

L+1
√

(L + 1)! · Γ
(

1 + 1
L+1

)
λword ·MTTFtarget

⎞
⎠

L+1

= (L + 1)! ·
⎛
⎝ Γ

(
1 + 1

L+1

)
λword ·MTTFtarget

⎞
⎠

L+1

(8)

where λword is the arrival rate per memory word, which is a
function of L (since each protection code will add a different
number of redundant bits to each word, as commented before).

In the next section, a case study will be discussed, where real
values are used to illustrate the presented methodology.

C. Case Study

In this case study, the details of an experiment that will be
used to illustrate the proposed technique are presented. The
problem will consist in deciding the most suitable protection
code (L) for a memory in a system under radiation, working in
a space application.

The initial memory size is Minitial = 220 words (≈ 106),
the memory width is N = 16, and the radiation source will be
characterized with an event arrival rate per bit of (λword/16) =
λbit = 2 · 10−8 events per day. This would correspond to a
typical equatorial orbit (> 3000 km), as reported in [17].

The reliability requirement of the system has been chosen as
five years of nonfailure work, and therefore, a very conservative
constraint of 200 years will be used to calculate the protection
(if a not-so-hard constraint is chosen, and since there is no
scrubbing, failures could statistically appear before the five-
year time frame).

The following three multibit protection alternatives have
been proposed as candidates for this system:

1) L = 1, with a cost per word of c1 = 6;
2) L = 2, with a cost per word of c2 = 11;
3) L = 3, with a cost per word of c3 = 16.

The codes for L = 1 and L = 2 have been analyzed in [18],
while the code for L = 3 uses the same cost overhead as the
Golay triple code reported in [17].

The first step consists in calculating the required METF for
each of the proposed codes, using (6).

The values of f1, f2, and f3 are 1.38, 1.69, and 2, respec-
tively, and using the λbit stated at the beginning of this section,
the following set of required METFs is obtained:

1) METFtarget|1 = 3.3680 · 104;
2) METFtarget|2 = 4.1335 · 104;
3) METFtarget|3 = 4.8989 · 104.

The second step is to determine the minimum L that meets
the obtained METFs using approximation (3). The results are
shown in Fig. 3, where the values of the required METFs for
the memory size are plotted.

It can be observed that the required METF for L = 1 is over
the value provided by the protection, and therefore, this code
is not enough. In other words, the selected code for L = 1
would fail with a lower number of events than required. The
same happens for L = 2, whose required METF is also over
the associated graph.

However, the METF required for L = 3 is below the value
offered by that protection code. In other words, that code will
need more time to fail than the imposed constraint and therefore
would be valid for this application. This would then be the
optimal code.

Once L has been chosen, the next step will be to determine
the maximum size M that supports the reliability constraints.
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Fig. 3. METF versus M and L for the proposed case study.

Using (8), the following values are obtained (although the
case L = 3 has been chosen, values for L = 1 and 2 are also
provided for illustrative purposes):

1) Mmax|L=1 = 1522;
2) Mmax|L=2 = 69 747;
3) Mmax|L=3 = 3400 041 ≈ 3.4 · 106.
It can be seen that the selected protection value of L = 3 is

able to support a higher memory size than the 106 words of
the initial memory system. Therefore, this protection level is
enough for this particular application. Moreover, this implies
that a larger memory of up to 3.4 · 106 words could be used,
since the reliability offered by the system would meet the
imposed requirements.

This information could be used by the designer, not only to
find out the best L but also to determine the maximum memory
size able to work with that protection level.

D. Study of the Evolution of Mmax With L

It has been proven in the previous section that increasing L
not only produces an increment on the protection level but also
in the memory size able to support that level. Since the choice
of the memory size is an important decision for the system at
the designer level, it is interesting to study how Mmax evolves
with L.

If the following expression is met:

Γ
(

1 + 1
L+1

)
λword|L ·MTTFtarget

> 1 (9)

it is clear that the value of Mmax will grow with L. This is the
case in most situations, as λword|L ·MTTFtarget is the average
number of errors per word when a failure occurs, which is nor-
mally less than one. In other words, a large memory would nor-
mally fail before having an error in all its words. In Fig. 4, the
values of Mmax for different MTTF values and codes (L) are
shown for a per-bit arrival rate of λbit = 2 · 10−8 and a memory
word size of 16 data bits plus the corresponding redundant

bits for each L (the codes are those used in the previous case
study). The growth of Mmax with L can be clearly observed.
The dependence of Mmax with the required MTTF value is also
clear.

The growth of Mmax with L can be analyzed in more details
by looking at the ratio produced when incrementing L

Ratio|Mmax =
Mmax|L+1

Mmax|L
∼= (L + 2)

MTTFtarget
·

(
λword|L

)L+1

(λword|L+1)L+2

·
Γ

(
1 + 1

L+2

)L+2

Γ
(

1 + 1
L+1

)L+1
(10)

where the fact that the per-word arrival rate increases with L
has been taken into account (a linear growth of λword and L
has been assumed in the following; see Table I in the next
section). The reason of this increment is that higher values of L
would introduce more redundant bits per word, making λword

also higher. This increase reduces the growth of the ratio (10)
with L, as shown in Fig. 5. The ratio has been illustrated for
different values of L for the previous configuration (λbit = 2 ·
10−8; N = 16) and a required MTTF value of 200 years. This
means that, for large enough values of L, an increment in this
magnitude would produce a constant ratio in Mmax. In other
words, the growth of Mmax with respect to L tends to be linear
(since the increment ratio of Mmax, which, in fact, is the slope
of this function, tends to be constant, as can be seen in Fig. 5).
This may help the designer determine how much memory size
under protection would get each time L is increased.

IV. MEMORY WORD-SIZE SELECION

Another important decision for the designer is not only to
decide the size of the memory but also its organization. In this
way, for a given memory size, parameters such as word width
and the total number of words are important to determine the
reliability of the system.

It is well known that the relative cost of error protection
decreases with the word size [18], as shown in Table I for L = 1
(SEC) and L = 2 (double error correction codes).

In this section, the effect of the organization in a memory
of M ·N bits will be studied. Initially, the memory will be
organized with M words of N bits, and later, a different con-
figuration of M/2 words and 2 ·N bits will be used. This will
leave the memory size unchanged (therefore, this effect will not
influence reliability) but with a different memory organization.

In terms of protection, if we assume that the first configura-
tion is protected with a code capable of correcting L bits, two
different options for the second configuration can be proposed.

1) Use also a code that can correct L bits.
2) Increase protection with a code that can correct

L + 1 bits.

A. Protecting the Memory With a Code of L Bits

In this scenario, L is the same as in the initial configuration,
and therefore, this factor will not influence the reliability of the
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Fig. 4. Maximum memory size as a function of the required MTTF for different values of L.

TABLE I
CHECK BITS VERSUS WORD SIZE

Fig. 5. Ratio of the maximum memory sizes for a required MTTF of a code
that can correct L + 1 bits and a code that can correct L bits.

system when changing the organization to the second configu-
ration (double memory width).

Since L has not changed and, now, the memory width
has been doubled, the protection overhead will be relatively
lower than that in the initial configuration. In other words,
the number of redundant bits per data bit decreases with the
word size.

To compare the reliability (MTTF) of both memory con-
figurations, an analysis of METF and (λword ·M) will be
performed, according to (1).

The METF for the first configuration is given by (3)

METF |L,M
∼= L+1

√
(L + 1)! · Γ

(
1 +

1
L + 1

)
·M L

L+1 . (11)

In the same way, the METF for the second configuration is
given by

METF |L,M/2
∼= L+1

√
(L + 1)! · Γ

(
1 +

1
L + 1

)
·
(

M

2

) L
L+1

.

(12)

Analyzing the METF ratio of both configurations

RatioMETF =
METF |L,M/2

METF |L,M

∼=
(

1
2

) L
L+1

. (13)

It can be seen that the new METF has decreased after chang-
ing the memory organization. However, since the protection
overhead is lower for the second configuration (in relative
terms), (λword ·M) would also be lower, which will make the
actual difference in terms of MTTF smaller than the ratio given
by (13).

Thus, the main conclusion is that doubling the word size
reduces the area of the memory (less redundant bits for the
same number of data bits), at the expense of a reduction in the
MTTF. This can be useful from the designer point of view, when
area is an issue and has to be minimized, but reliability is not a
problem: even if it decreases after the word size is changed,
the imposed constraints can still be met. In other words, if
the MTTF is substantially larger than the required MTTF, then
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Fig. 6. METF ratio (15) versus M and L.

doubling the word size would reduce the area of the memory
while still meeting the reliability requirements.

B. Protecting the Memory With a Code of L + 1 Bits

A different scenario is proposed now, in which the second
memory configuration is protected up to L + 1 bits. In this case,
the cost would be similar if the codes proposed in [18] (whose
costs are shown in Table I) are used (or similar ones).

Having a similar protection cost in both configurations, let us
study the effect of doubling the word size on the reliability.

The METF for the first configuration was given by (11).
Now, for the second configuration, this time protecting L + 1

bits, the METF would be

METF |L+1,M/2
∼= L+2

√
(L + 2)! · Γ

(
1+

1
L+2

)
·
(

M

2

)L+1
L+2

.

(14)

The ratio of both parameters will be given by

RatioMETF =
METF |L+1,M/2

METF |L,M

∼=
L+2

√
(L + 2)! · Γ

(
1 + 1

L+1

)
·M 1

(L+1) · (L+2)

L+1
√

(L + 1)! · Γ
(

1 + 1
L+1

)
· 2 L+1

L+2

.

(15)

In this case, since the protection overheads are comparable
(at least for L = 1; see Table I), (λword ·M) will be very
similar in both memory configurations, and therefore, the ratio
of the METFs is a good approximation for the MTTF ratio.
This ratio grows with M , as can be seen in Fig. 6. The first
conclusion is that, if the memory size remains unchanged,
increasing L will produce an increment on the METF and,
therefore, in reliability.

This scenario is rather opposite to the one studied in the
previous section. It will be appropriate when reliability needs

to be increased, which can be achieved by using a higher order
protection code. Thanks to the memory reorganization (less
memory words and larger word size), this increment in the
protection has been attained without increasing the protection
cost (thus leaving the actual memory size unchanged).

The last analysis will be devoted to study; under which
circumstances, an increment in L will produce a reliability
improvement.

In most cases, the memory size M will be a power of 2 (M =
2K), so that the dependence of (15) with the memory size can
be expressed as

M
1

(L+1)·(L+2) = 2
K

(L+1)·(L+2) . (16)

In this case, when K � (L + 1) · (L + 2), the ratio (15) will
be larger than one. This provides a simple way to evaluate the
benefits of increasing the word size for a given L and memory
size. The larger the L is, the larger the memory needs to be to
get a substantial benefit in the MTTF.

C. Case Study

As an example of the previous sections, let us consider a situ-
ation in which a configuration with N = 8 and L = 1 provides
an MTTF that exceeds the required constraint by a factor fex

(therefore, there is room to optimize the memory size).
If the word size is doubled, the MTTF for L = 1 can be

obtained from the initial configuration by applying a correction
factor to the METF and another one to the memory arrival rate
(λword ·M).

The ratio for the METFs would be given by (13)

RatioMETF =
METF |L=1,M/2

METF |L=1,M

∼= 1√
2

= 0.707. (17)

Considering that (λword ·M) is proportional to the memory
size, its ratio will be given by the area ratio of protecting the
memory with L = 1 for word size N versus 2 ·N (see Table I)

Ratioλword·M =
area|L=1,M/2

area|L=1,M
=

M(2N + c2N )
2M · (N + cN )

=
(16 + 6)

2 · (8 + 5)
= 0.8461 (18)

where cN and c2N are the protection bits needed for word sizes
N and 2N , respectively. These values can be seen in Table I.

Therefore, the MTTF ratio would be [see (1)]

RatioMTTF =
MTTF |L=1,M/2

MTTF |L=1,M
=

RatioMETF

Ratioλword·M
= 0.836.

(19)

Examining (18) and (19), two conclusions may be drawn.
The first one is that, by modifying the memory configuration,
the area has been reduced, since the new size is 84.61% of the
initial one. The second conclusion is that the new reliability is
83.6% of the initial. If this reduction is acceptable (the initial
excess value fex can support it), then the new configuration is
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still feasible but with an important area optimization. This has
been achieved by simply modifying the memory organization,
as explained before.

Let us study the opposite situation, in which reliability needs
to be increased. In order to achieve this, L will be increased
to L + 1, and the memory width will be doubled. If the initial
values of N = 8 and L = 1 are assumed, then the increase
of the MTTF would be substantial when K � (L + 1) · (L +
2) = 6, i.e., for memories much larger than M = 2K = 32.
This can be, in fact, observed in Fig. 6. It can also be proved
that, in this scenario, each time that the memory size is doubled,
an additional increment of the MTTF ratio (versus the initial
configuration) of 21/6 = 1.122 is achieved. This implies that,
the larger the value of M is, the more reliability increment is
achieved.

For larger values of L, like L = 4, the increment in the
MTTF would be substantial when K � 30, i.e., for memories
much larger than M = 2K = 1073 741 824 ≈ 109. This can
also be observed in Fig. 6. As a summary, increasing the
protection when doubling the word size is more beneficial for
small values of L and large values of M .

V. CONCLUSION

In this paper, the reliability of memories protected with
multibit protection codes has been analyzed from the designer
point of view. The idea behind this paper is to provide a set
of analyses that can help in the decision making process when
designing the optimal memory for a given system and appli-
cation. Considerations like the best multibit protection code,
the maximum memory size that can hold that protection, or
the memory width are discussed and put in perspective. These
analyses are based on previous results from statistics, where the
same problem has been extensively studied from a different per-
spective. In this way, some approximations previously used in
other problems have been shown to be valid in this case, in order
to determine the optimal multibit protection codes. To achieve
this, they have been validated through simulations to check their
accuracy for the range of values of the different parameters
that are of interest in the memory protection problem. Another
contribution is the analysis of the implications of the memory
word size on the reliability, for which different alternatives are
proposed to select the optimal value in a given configuration. A
number of case studies have also been presented to illustrate the
multibit protection code and word-size selection processes that
can help the designer in making accurate decisions at a system
level.

About the future work, the application of the proposed meth-
ods for more complex codes and larger blocks of data, such
as those used in magnetic storage and other systems, will be
considered.

REFERENCES

[1] T. Sasada, S. Ichikawa, and T. Kanai, “Measurement of single-
event effects on a large number of commercial DRAMs,” IEEE Trans.
Nucl. Sci., vol. 53, no. 4, pt. 1, pp. 1806–1812, Aug. 2006.

[2] R. C. Baumann, “Soft errors in advanced computer systems,” IEEE
Des. Test Comput., vol. 22, no. 3, pp. 258–266, May/Jun. 2005.

[3] L. Schiano, M. Ottavi, and F. Lombardi, “Markov models of fault-tolerant
memory systems under SEU,” in Rec. Int. Workshop Memory Technol.,
Des. Test., Aug. 2004, pp. 38–43. Issue 9/10.

[4] G. C. Cardarilli, A. Leandri, P. Marinucci, M. Ottavi, S. Pontarelli,
M. Re, and A. Salsano, “Design of a fault tolerant solid state
mass memory,” IEEE Trans. Rel., vol. 52, no. 4, pp. 476–491,
Dec. 2003.

[5] J. F. Ziegler and W. A. Lanford, “The effect of sea level cosmic rays
on electronic devices,” J. Appl. Phys., vol. 52, no. 6, pp. 4305–4318,
Jun. 1981.

[6] C. A. Gossett, B. W. Hughlock, M. Katoozi, G. S. LaRue, and
S. A. Wendler, “Single event phenomena in atmospheric neutron
environments,” IEEE Trans. Nucl. Sci., vol. 40, no. 6, pp. 1845–1856,
Dec. 1993.

[7] Y. Tosaka, H. Kanata, T. Itakura, and S. Satoh, “Simulation tech-
nologies for cosmic ray neutron-induced soft errors: Models and sim-
ulation systems,” IEEE Trans. Nucl. Sci., vol. 46, no. 3, pp. 774–779,
Jun. 1999.

[8] J. E. Vinson, “Circuit reliability of memory cells with SEU protec-
tion (for space application),” IEEE Trans. Nucl. Sci., vol. 39, no. 6,
pp. 1671–1678, Dec. 1992.

[9] A. S. Brogna, F. Bigongiari, F. Bertuccelli, W. Errico, S. Giovannetti,
E. Pescari, and R. Saletti, “SEU protected CPU for slow control on
space vehicles,” in Proc. 2nd IEEE Int. Workshop Electron. Des., Test
Appl., Jan. 28–30, 2004, pp. 422–424.

[10] Y. Chen, D. Nguyen, S. Guertin, J. Bernstein, M. White,
R. Menke, and S. Kayali, “A reliability evaluation methodology for
memory chips for space applications when sample size is small,” in
Proc. IEEE Int. Integr. Rel. Workshop Final Report, Oct. 20–23, 2003,
pp. 91–94.

[11] R. D. Schrimpf and D. M. Fleetwood, Radiation Effects and Soft Errors in
Integrated Circuits and Electronic Devices. Singapore: World Scientific,
2004.

[12] P. E. Dodd and L. L. Massengill, “Basic mechanisms and modeling of
single-event upset in digital microelectronics,” IEEE Trans. Nucl. Sci.,
vol. 50, no. 3, pp. 583–602, Jun. 2003.

[13] M. Nicolaidis, “Design for soft error mitigation,” IEEE Trans. Device
Mater. Rel., vol. 5, no. 3, pp. 405–418, Sep. 2005.

[14] T. C. May and M. H. Wood, “A new physical mechanism for soft errors
in dynamic memories,” in Proc. 16th Annu. Int. Rel. Phys. Symp., 1978,
pp. 33–40.

[15] A. M. Saleh, J. J. Serrano, and J. H. Patel, “Reliability of scrubbing
recovery-techniques for memory systems,” IEEE Trans. Rel., vol. 39,
no. 1, pp. 114–122, Apr. 1990.

[16] G. C. Yang, “Reliability of semiconductor RAMs with soft-error scrub-
bing techniques,” Proc. Inst. Elect. Eng.—Comput. Digit. Tech., vol. 142,
no. 5, pp. 337–344, Sep. 1995.

[17] M. A. Bajura, Y. Boulghassoul, R. Naseer, S. DasGupta, A. F. Witulski,
J. Sondeen, S. D. Stansberry, J. Draper, L. W. Massengill, and
J. N. Damoulakis, “Models and algorithmic limits for an ECC-based
approach to hardening sub-100-nm SRAMs,” IEEE Trans. Nucl. Sci.,
vol. 54, no. 4, pt. 2, pp. 935–945, Aug. 2007.

[18] C. L. Chen and M. Y. Hsiao, “Error-correcting codes for semiconductor
memory applications: A state-of-the-art review,” IBM J. Res. Develop.,
vol. 28, no. 2, pp. 124–134, 1984.

[19] S. Lin and D. Costello, Error Control Coding, 2nd ed. Englewood Cliffs,
NJ: Prentice–Hall, 2004.

[20] R. M. Goodman and M. Sayano, “The reliability of semiconductor RAM
memories with on-chip error-correction coding,” IEEE Trans. Inf. Theory,
vol. 37, no. 3, pp. 884–896, May 1991.

[21] M. Blaum, R. Goodman, and R. McEliece, “The reliability of single-
error protected computer memories,” IEEE Trans. Comput., vol. 37, no. 1,
pp. 114–119, Jan. 1988.

[22] R. M. F. Goodman and R. J. McEliece, “Hamming codes, computer mem-
ories, and the birthday surprise,” in Proc. 20th Allerton Conf. Commun.,
Control Comput., 1982, pp. 672–679.

[23] W. Feller, An Introduction to Probability Theory and Its Applications.
New York: Wiley, 1968.

[24] G. Yang and T. Fuja, “The reliability of systems with two levels of fault
tolerance: The return of the “birthday surprise”,” IEEE Trans. Comput.,
vol. 41, no. 11, pp. 1490–1496, Nov. 1992.

[25] M. Dwass, “More birthday surprises,” J. Comb. Theory, vol. 7, pp. 258–
261, 1969.

[26] M. S. Klamkin and D. J. Newman, “Extensions to the birthday surprise,”
J. Comb. Theory, vol. 3, pp. 279–282, 1967.

[27] L. Holst, “On birthday, collectors’, occupancy and other classical urn
problems,” Int. Stat. Rev., vol. 54, no. 1, pp. 15–27, 1986.

 



MAESTRO AND REVIRIEGO: SELECTION OF THE OPTIMAL MEMORY CONFIGURATION IN A SYSTEM AFFECTED BY SOFT ERRORS 411

Juan Antonio Maestro (M’07) received the M.Sc.
degree in physics and the Ph.D. degree in com-
puter science from the Universidad Complutense
de Madrid, Madrid, Spain, in 1994 and 1999,
respectively.

He has served both as a Lecturer and a Researcher
at several universities, such as the Universidad Com-
plutense de Madrid; the Universidad Nacional de
Educación a Distancia (Open University), Madrid;
Saint Louis University, Madrid; and the Universi-
dad Antonio de Nebrija, Madrid, where he currently

manages the Computer Architecture and Technology Group. His current ac-
tivities are oriented to the space field, with several projects on reliability
and radiation protection, as well as collaborations with the European Space
Agency. He is the author of numerous technical publications, both in journals
and international conferences. Aside from this, he has worked for several
multinational companies, managing projects as a Project Management Profes-
sional and organizing support departments. His areas of interest include high
level synthesis and cosynthesis, signal processing and real-time systems, fault
tolerance, and reliability.

Pedro Reviriego (A’03–M’04) received the M.Sc.
and Ph.D. degrees (with honors) in telecommu-
nications engineering from the Technical Univer-
sity of Madrid, Madrid, Spain, in 1994 and 1997,
respectively.

From 1997 to 2000, he was an R&D Engineer with
Teldat, Madrid, working on router implementation.
In 2000, he joined Massana to work on the devel-
opment of 1000BaseT transceivers. During 2003, he
was a Visiting Professor at the University Carlos III,
Leganés, Spain. From 2004 to 2007, he was a Dis-

tinguished Member of the technical staff with LSI Corporation, working on
the development of Ethernet transceivers. He is currently with the Universidad
Antonio de Nebrija, Madrid. His research interests are fault tolerant systems,
performance evaluation of communication networks, and the design of physical
layer communication devices. He has authored numerous papers in interna-
tional conferences and journals. He has also participated in the IEEE 802.3
standardization for 10GBaseT.

 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


