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The problem of radiation is a key issue in Space applications, since it produces several negative effects

on digital circuits. Considering the high reliability expected in these systems, many techniques have

been proposed to mitigate these effects. However, traditional protection techniques against soft errors,

like Triple Modular Redundancy (TMR) or EDAC codes (for example Hamming), normally result in a

significant area and power overhead. In this paper we propose a specific technique to protect digital

finite impulse response (FIR) filters applying the ‘‘system knowledge’’. This means to study and use the

singularities in their structure in order to provide effective protection with minimal area and power. The

results obtained in the experimental process have been compared with the protection offered by TMR

and Hamming codes, in order to prove the quality of the proposed solution.

& 2008 Elsevier B.V. All rights reserved.
1. Introduction

Space is an environment rich in radiation and charged
particles. The main radiation sources that can be found in this
environment are the solar wind (mainly protons) and cosmic
radiation consisting of heavier particles. When these particles
interact with the Earth’s atmosphere, other kinds of phenomena
are produced, as neutrons and gamma-ray photons. These are also
radiation sources that can affect both digital devices in low-
orbiting satellites and on-ground level electronic systems.

There are several studies [1] reporting problems on systems
implemented in space missions, which range from soft errors to
the total damage of the circuit. This has motivated several
research lines trying to find solutions to these problems both at
the technological level and at the design level. These efforts are
driven by researchers in the industry, the academia and also in the
different space agencies.

In details, when a radiation particle strikes on a semiconductor
device and it goes through the electric field region, it generates a
large number of electron–hole pairs. If such an event occurs near
the depletion region of a reverse biased p–n junction, the free
carriers are efficiently collected, increasing the electric field across
the mentioned junction. This generates a current flowing through
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the device that causes a transient pulse. When this transient
pulse, known as Single Event Effect (SEE), occurs in or is registered
by a storage element, it causes a functional or data result error in
the circuit which is referred to as Single Event Upset (SEU) or bit
flip [2,3]. Otherwise, it is referred to as a Single Event Transient
(SET).

Moreover, as the microelectronic industry technology pro-
cesses reduce the size of the devices, lower operation voltages are
needed, and the reduction of the charge stored on the circuit
nodes increases the failure rate of the semiconductor devices due
to soft errors. The main reason for this is that under these
circumstances, even low energy particles (which have a greater
frequency of occurrence than the high energy ones) can cause
upsets.

Many application fields are affected by these phenomena,
especially those where radiation is strongly present. The Space
field, which has been the focus of this paper, is especially
interesting due to its inherent constraints on performance, area
and power [4]. Traditionally, most soft errors occur in memory
arrays, DRAM and SRAM cells, but with the reduction of device
sizes, Single Event Transient (SET) events are increasingly
important as noted in [5,6] for a 45 nm technology. Another
important area affected by soft errors in Space are the commu-
nication systems. Most of the devices that operate in Space (e.g.
satellites) need to perform a lot of communication operations,
some of them critical. As digital filters are widely used in
communication systems, the development of specific protection
techniques for those filters would have a direct benefit in many
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space applications. In this paper, the presented case study is
devoted to finite impulse response (FIR) filters, as they exhibit a
regular structure suitable for specific protection techniques and
are commonly used both in communications and signal proces-
sing applications.

To mitigate the effects of soft errors, a number of techniques
can be used at the physical level (device size and structure) [7]. In
addition to those techniques, redundancy can be introduced in the
design so that it can detect and correct soft errors [8]. To deal with
SEUs, a common approach is Triple Modular Redundancy (TMR),
which triplicates the flip-flops in the design and adds logic to vote
in case of conflict. If SETs are also to be considered, Functional
Triple Modular Redundancy (FTMR, which also triplicates the
combinational logic) can be used [8], although it was originally
designed to provide protection against SEU-induced alteration of
combinational logic in SRAM-based reprogrammable FPGAs.

Other general techniques to deal with SEUs by introducing
redundancy are Error Detection and Correction (EDAC), like
Hamming codes, where one encoder, one decoder and several
additional registers to store redundancy are introduced in each
register. The details of these techniques will be explained in detail
in the following section.

On the contrary, the approach to deal with SEUs presented in
this paper is based on applying circuit specific techniques that
exploit the inherent redundancy or fault tolerance of some circuits
[9,10], what we call to apply the system knowledge. The advantage
of this is the production of custom-tailored solutions for each
family of circuits, with good protection levels and a quasi-optimal
implementation, something that general techniques like TMR or
Hamming coding cannot achieve.

Objectives: In this paper, we propose an approach to protect FIR
filters against SEUs. The proposed approach will be put in
perspective with other existing solutions, uncovering some
weaknesses associated to these schemes. Afterwards, we will
evaluate the proposed technique using a soft-error simulation
platform implemented by the European Space Agency [11,12].
Finally, the different approaches will be compared in terms of
protection effectiveness, impact on the maximum operating speed
of the circuit and area as figure of merit for complexity.
2. Related work

In this section, some work related to the topics of this paper
will be presented. The problem of radiation on electronic devices
has been traditionally addressed in literature. One of the major
concerns has always been how soft errors are induced, from a
physical point of view. This implies studying not only the source of
errors, but also modeling the event arrival rate through probabil-
istic distributions that can be used to foresee the behavior of the
circuit. This leads to the following question, once errors have been
predicted: how to make the circuit fault tolerant. There are
different approaches in literature, most of them based on
redundancy (duplication and mainly triplication). These different
techniques need to deal with the extra hardware cost associated
with a higher fault tolerance. Finding an appropriate method to
detect weaker areas to be protected, adding only a minimal
hardware overhead, is a very recurring research line. In the
following paragraphs, some references about these topics are
provided:

A classic reference by Ziegler is offered in [13], where the basic
physics of radiation effects is detailed. Different rates of errors at
several terrestrial positions are described, providing a quantitative
analysis of the radiation effects.

A reference that deals with a similar problem to the one stated
in this paper is [14]. A formal solution is proposed in order to
detect errors in linear digital state variable systems. Using a tool
called the gain matrix, the error propagation along the circuit
paths is analyzed. This allows studying weaker areas in the
circuits that should be protected. Although the results are
promising, nothing is said about the implementation cost of the
solution.

One of the factors that measure the sensitivity of circuits to
radiation is the error rate, which is defined as the number of error
events that occur in the circuit in a time unit. Several works try to
provide models for this error rate, in order to foresee the behavior
of the circuit in a particular environment. A Soft Error Rate
computation algorithm is presented in [15], which can be applied
to combinational circuits. The parametric waveform model is
based on the Weibull function, which represents the distribution
of article strikes at the different nodes. Experiments show that the
algorithm is linear in the number of nodes, and results are close to
SPICE simulations.

A methodology to compute the effects of charged particles
inducing delay errors (Soft Delay Errors) is presented in [16]. A
soft delay is a kind of temporary error produced by high energy
particles striking on CMOS combinational circuits. This produces a
slower operation of the element, what usually leads to a loss of
synchronization with the rest of the circuit, and therefore to a soft
error at the output. In order to overcome this problem, the
concept of ‘‘node sensitivity’’ is defined and computed to employ
node hardening techniques, and therefore, increase the reliability
of CMOS circuits.

Techniques to detect and correct errors are very common too.
The goal of such techniques is to mitigate the effects of radiation,
both by detecting errors when they happen and by trying to
correct them, thus getting rid of their negative effect. In [17], the
problem of Concurrent Error Detection (CED) is discussed in
Burst-Mode machines. An enhanced duplication process is
proposed in order to give a solution to this problem, showing an
interesting saving in hardware.

A technique to minimize the impact of soft errors in circuits is
presented in [18]. Through the use of complementary pass
transistor devices, the gates affected by SEUs are isolated, and
therefore their negative effect is removed. This is achieved with
limited area, delay and power overheads.

In [19], the problem of sub-65 nm designs is described. This
kind of technology needs built-in logic for error protection. Since
it is stated that classical fault-tolerance techniques for soft error
detection are expensive, a recently developed Built-In-Soft-Error-
Resilience (BISER) technique is proposed, which seems effective
for soft error blocking or detection.
3. Conventional soft error protection techniques

Traditional techniques like Triple Modular Redundancy
and Error Detection and Correction codes are usually employed
to deal with SEUs in several application fields, like avionics,
space and medical areas. This section describes those conven-
tional techniques.

3.1. Triple modular redundancy

Triple Modular Redundancy, TMR, enhances the fault tolerance
of the target circuit by triplicating the storage elements (registers,
flip-flops, etc.) and adding a voting logic that selects the majority
value of each set of replicated storage units (see Fig. 1).

Using TMR, the highest number of SEUs that the protected
circuit can support in an n-bit register without errors in its
behavior would be n, providing that each SEU occurs in different
bits of the register.
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If two simultaneous SEUs occur on the same set of registers
used to store and protect a single bit, the error is propagated and it
can cause a functional/data failure.

If it is necessary to deal with SETs, the use of Functional TMR,
FTMR, which also triplicates the combinational logic, must be
considered.

3.2. Hamming codes

Similarly, error detection and correction codes, sometimes
referred as parity codes, could be used in place of TMR in order to
protect the circuit against SEUs. One example are Hamming EDAC
codes [20], which are named as Hamming (n,k) where n represents
the number of bits of the coded word (the word with parity and
data bits) and k is the number of data bits of the initial word, as it
is illustrated in Fig. 2.

The main properties of Hamming codes are that they can
detect double errors and correct single errors (SEC-DED). The
correction and detection capabilities are determined by different
properties of the code, as the Hamming distance.

Hamming encoding is performed by using combinational logic
needed to calculate the parity bits of each source word to be
coded. This logic is determined by the code generator matrix, G, a
matrix that indicates how to calculate parity bits from the data
bits. In the case of a Hamming (12, 8) code (which is the one used
in this paper), a possible G matrix would be

G ¼

1 0 0 0 0 0 0 0 1 1 0 0

0 1 0 0 0 0 0 0 1 0 1 0

0 0 1 0 0 0 0 0 0 1 1 0

0 0 0 1 0 0 0 0 1 1 1 0

0 0 0 0 1 0 0 0 1 0 0 1

0 0 0 0 0 1 0 0 0 1 0 1

0 0 0 0 0 0 1 0 1 1 0 1

0 0 0 0 0 0 0 1 0 0 1 1

2
66666666666664

3
77777777777775

(1)

In this way, the coded word will be obtained multiplying (in a
binary way) the source word and G.

c ¼ x � G (2)
where G is the generator matrix, x the word to be coded and c is
the final coded word. This coded word represents its data bits in
the first k bits and the parity bits in the last n– k bits.

In order to make Hamming codes operative, from a protection
point of view, some hardware needs to be added in order to
implement the error detection process and the error correction
mechanism.

The error detection process is performed by the study of the
error syndrome, s, which is a standard concept that is calculated as
follows:

s ¼ c � HT
¼

0 No errors

a0 Errors

( )
(3)

where c is the coded word and HT is called the check parity matrix

(a matrix that is orthogonal to G). In this way, it can be
proved that for every coded word without error, a null syndrome
(i.e. equal to zero) would be obtained. On the other hand,
if an error occurs in the coded word, the obtained syndrome will
not be zero.

The HT matrix dual to the G matrix proposed in Eq. (1) is shown
in Eq. (4):

HT
¼

1 1 0 0

1 0 1 0

0 1 1 0

1 1 1 0

1 0 0 1

0 1 0 1

1 1 0 1

0 0 1 1

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

2
6666666666666666666666664

3
7777777777777777777777775

(4)

This kind of parity check codes has been recently used to
protect FIR filters from the effects of SEUs [21]. The most
intuitive and effective protection consists of adding one Hamming
encoder and one decoder to each register of the digital circuit
(Fig. 3). For an 8-bit width datapath, a (12,8) code would be
needed, what implies 4 additional registers per tap plus one
encoder and one decoder. However, the use of Hamming codes to
protect FIR filters from the effects of soft errors has some
drawbacks. First, the decoder of each register is in the critical
path to the output and therefore it decreases the maximum
frequency of operation of the circuit; and second, the area
consumed in the case of using one encoder and decoder into
each tap of the delay line can be higher than TMR in some cases,
as reported in [21].

3.3. Linear digital state variable system approach (LDSV)

This technique was first introduced in [14], and uses a
mathematical model in order to represent generic circuits
and detect and correct errors when they happen. It is
called linear since it focuses on circuits whose state (at instant
n+1) is a linear function of the previous states (at instant n) and
the inputs.

With these considerations, such circuits may be represented in
the following way:

Sðnþ 1ÞT ¼ A � SðnÞT þ B � UðnÞT (5)

where S is the state vector, U is the input vector and A, B are the
coefficient matrixes that form the linear relationship. If this
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Fig. 3. FIR filter protection implementation using Hamming codes.
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formula is developed then the following is obtained:

siðnþ 1Þ ¼
XN

j¼1

aijsjðnÞ þ
Xm

j¼1

bijujðnÞ (6)

where N is the number of states in the system, and m the number
of inputs.

The idea of this approach is to add some checksum codes to
these expressions in order to detect (and potentially correct)
errors when they happen. The checksum codes used are called real

number codes, which were introduced in [22]. The calculation of
these codes will be explained next.

First, the X and Y matrixes are calculated as

X ¼ CV � A and Y ¼ CV � B, (7)

where CV is the coding vector, an arbitrary vector used as a code
generator. In this way, a checksum state variable can be defined as

cðnþ 1Þ ¼ X � ½SðnÞ�T þ Y � ½UðnÞ�T: (8)

If this check state is added to Eq. (6) and developed, the
following expression is obtained:

s1ðnþ 1Þ

s2ðnþ 1Þ

:

:

sNðnþ 1Þ

cðnþ 1Þ

2
666666666664

3
777777777775
¼ :

a11 a12 : : a1N 0

a21 a22 : : a2N 0

: : : : : 0

: : : : : 0

aN1 aN2 : : aNN 0

x1 x2 : : xN 0

:

2
666666666664

3
777777777775
�

s1ðnÞ

s2ðnÞ

:

:

sNðnÞ

cðnÞ

2
666666666664

3
777777777775

þ :

b11 b12 : : b1m

b21 b22 : : b2m

: : : : :

: : : : :

bm1 bm2 : : bmm

y1 y2 : : ym

2
666666666664

3
777777777775
�

u1ðnÞ

u2ðnÞ

:

:

umðnÞ

2
666666664

3
777777775

(9)

This represents the integrated model of the state, input and
checksum code of the system.

Based on these expressions, several checks can be performed in
order to identify and correct errors. A detailed explanation of
them is out of the scope of this paper (see [14]).

For example, it can be proven that

cðnþ 1Þ ¼ CV � Sðnþ 1ÞT (10)

is always true, by construction of c.
Then, using Eqs. (8) and (10), errors can be detected as follows: at

instant n, c is calculated and stored dynamically following equation
(8) (this would correspond to the expected behavior); then, at
instant n+1, it is re-computed using Eq. (10), and the obtained value
(actual behavior) is compared with the previously stored one. If both
are different, that would mean that an error has occurred. Data
checksum and comparison circuitry are required in order to perform
the mentioned operations.

The approach is then extended to also provide error correction
capabilities by adding more checking vectors and additional logic [14].
4. Knowledge-based proposed technique

It is clear that any protection mechanism added to a circuit will
incur a higher area in exchange for its extra functionality.
Traditional techniques, as the ones explained in the previous
section, usually try to achieve this protection level focusing
strictly on the circuit itself. However, the same circuit, imple-
mented in different applications and under different conditions,
may require distinct protection levels. If, instead of always aiming
at the same protection level, custom-tailored solutions are
studied, taking the application and environment requirements
into account, then the extra hardware added to achieve this
protection will be minimal. This is what we call, in a generic way,
to apply the system knowledge. Although this design philosophy
can be extrapolated to any kind of circuit, the proposed technique
(first introduced in our previous work [23] and continued in [24])
will be applied to general FIR filters in this paper.

The motivation to study this kind of filters is their high
presence in Space application, due to the importance of signal
processing in this environment [4,25,26]. Because of this intensive
use and the criticality of operations, a reliable protection against
the effect of radiation is fundamental.

These filters consist of one set of interconnected shift registers,
together with some adders and multipliers which performs a specific
operation to the input signal represented by the next equation.

y½n� ¼
XN�1

i¼0

x½n� i� � h½i� (11)

Two possible structures for FIR filter implementation are depicted
in Fig. 4.

The knowledge-based proposed technique represents one
alternative to the use of TMR in all registers taking advantage of
the fact that the registers for the FIR implementation are
connected in such a way that their values do not suffer changes
as they move across the delay line. This can be used to compute a
two-dimensional parity as follows:
�
 For each input value, compute a parity bit, named Pv (vertical).
This bit is stored with the input value and it moves across the



ARTICLE IN PRESS

x [

h

x 

h

J.A. Maestro et al. / INTEGRATION, the VLSI journal 42 (2009) 128–136132
delay line. So, an extra register to store the Pv bit per tap in the
delay line is needed.

�
 For each bit position in the input value, compute another parity

bit, known as Ph (horizontal), across all the bits that have that
position on the registers of the delay line. Ph values are stored
in another set of registers.

Pv is only computed once, when the input arrives and enters the
delay line. However, Ph is updated every clock cycle with the bit of
the new value entering the delay line and the one leaving it. These
two sets, Pv and Ph, form the accumulated parity of the circuit,
which is constantly being updated (See Fig. 5).

For the example shown in Fig. 5, with an input word of four
bits and four taps in the delay line, sixteen one-bit registers to
store data bits would be needed, plus eight more single registers,
four to store Pv parity bits and other four for Ph parity bits.

Dynamically, each time a new value reaches the circuit, both
the horizontal and vertical parity are re-checked and compared
with the accumulated values. Depending on the result of this
n]

y [n]

D D D D

 [0]

+ + + +

x x x x x

[n]

y [n]
D D D D

 [0] h [1] h [2]

+ + + +

x x x x xh [3] h [4]

h [1] h [2] h [3] h [4]

Fig. 4. Different structures for FIR filters.

x [n]

B41 B42 B43

B31 B32 B33

B21
B22 B23

B11 B12 B13

Pv2Pv1 Pv3

Errv1 Errv2 Er

reg1

Bkj+1Bkj

Errvj

B'kj

x4

x3

x2

x1

reg2 reg3

Errhk

Fig. 5. Proposed implementation for prot
comparison, an error may have been found in the system, which
will potentially be eliminated using the correction logic in Fig. 5.
However, a careful analysis has to be done, since misleading
interpretations may occur. This analysis will be explained in the
following paragraphs.

Notice that the added Ph and Pv bits may also be affected by
SEUs, and therefore, they should also be protected from them.
Taking this into account, several situations can arise. The
possible errors could be classified into single SEU events (only
one bit-flip per cycle), and multiple SEUs (more than one bit-flip
per cycle).

Considering the single SEU scenario, only two possibilities
need to be considered:
�

rv3

ectio
A single error has hit a data bit in the delay line. This should be
the most usual case, since data bits are predominant in the
system.

�
 A single error has hit one of the parity bits (Ph or Pv). This case

can be misleading if not analyzed properly.

On the contrary, the multiple SEU situations (also called MBU)
can adopt a countless number of possibilities, and a detailed
analysis is out of the scope of this paper, as it will be commented
below. In this case, any number of errors can happen at the same
time, which may affect both data and parity bits.

Considering the different status of Ph and Pv, different error
scenarios can happen:
1.
 No errors. The actual and accumulated values are the same.
There is no problem with the system and its behavior can be
taken as correct.
2.
 Single SEU. Three scenarios:
(a) There is a discrepancy between a bit of the accumulated

and actual Ph and between a bit of the accumulated and
n ag
B44

B34

B24

B14

Pv4

Ph1

Ph2

Ph3

Ph4

Errv4 Errv

Errh4

Errh3

Errh2

Errh1

reg4

Errv
Errhm

Phm

Xm
B'mN

ainst SEUs in FIR structures.
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actual Pv. If both differences happen, that means a SEU has
affected a register in the delay line, specifically, the bit
located at the crossing point of the mentioned Ph and Pv
(see correcting logic in Fig. 5B).

(b) There is a discrepancy between a bit of the stored and
actual Ph value, but the accumulated and actual Pv bits are
identical. If this happens, the SEU has occurred in the
stored Ph that is discrepant, and should be corrected (see
correcting logic in Fig. 5C).

(c) Same situation as the previous one but the discrepancy is in
Pv (while Ph remains correct). Then, the SEU has affected that
Pv. In this case, the Pv bit is not corrected, since this value
will be shifted out of the delay line (together with the data
bits), and the cost overhead incurred by the correcting logic
can be saved. However, if while that Pv error is present,
another SEU causes a different error, for example in a given
Ph (producing a 2.b scenario), the combination of both events
will confuse the system into a false 2.a scenario, triggering a
wrong data correction. Nevertheless, considering the very
low probability of such consecutive SEUs, this risk is
acceptable if compared to the savings in correcting logic.
3.
 Multiple SEUs:
There is a high number of combinations produced by more
than one SEU happening at the same time. A detailed analysis
of these situations would be too long, and besides, it would not
lead to a conclusive result, since SEUs are not univocally
located in a multiple-error situation, just by examining the Ph
and Pv bits. For example, if there is a discrepancy between two
or more bits of the accumulated and actual Pv and between
two or more bits of the accumulated and actual Ph, there is no
way to determine exactly where the errors have happened. For
a detailed list of scenarios affected by multiple bits, see [24].
Therefore, all double errors in data bits are never corrected, but
this is not a major drawback after examining the problem
closer, for a couple of reasons:
� The probability of multiple (simultaneous) SEUs is reasonably

low, as stated in several research sources, as [27]. This means
that the number of uncorrected error will also be low.
� No technique is 100% safe against multiple SEUs. For

example TMR could suffer as much as the other techniques,
as the redundant flip-flops would normally be close
together, and therefore, if a double SEU happens, it is likely
that two of the three TMR voters in a single bit are the
affected ones.
y[n] 

D D

D

DD

x[n] 

-1 24

+ + +

+ +

50

Fig. 6. Low pass FIR filter structure.
Another different problem of this technique, which is also present
when using Hamming codes, is the extra addition of combinational
logic to the critical path that increases its delay, reducing the
maximum operation frequency of the protected circuit. An interest-
ing question is related to what happens if the error correction is
active so late in the clock cycle, that correction cannot take place in
time, and the error is propagated to the next stage of the delay line.
This implies a time percentage of the clock cycle when the system is
vulnerable to the error propagation. Next section includes explana-
tions to these considerations.

5. Experimental results

In this section, the different protection techniques (TMR,
Hamming codes and the proposed one) will be studied, in terms
of area, protection effectiveness and critical path vulnerability.
These techniques have been implemented in VHDL and then
synthesized for a commercial ASIC library. Also, a study on the
area cost of the LDSV technique, compared with the proposed one,
will be provided.
Three experiments have been carried out on the circuits:
1.
 Using a simulation platform, several SEUs campaigns have
been inserted, and the effectiveness of the protection techni-
ques has been put in perspective. This simulation platform has
been built in order to easily simulate SEUs in circuits. It uses
Modelsim to hold the VHDL description of the circuit, Matlab
to generate the reference input and output signals (which are
compared with the actual behavior of the system to determine
its correctness), and the Single Event Upset Simulation Tool
(SST) developed at the European Space Agency [11] to insert
SEUs and study the response of the circuit.
2.
 The circuits have been synthesized, and their complexity has
been compared.
3.
 A study of the vulnerability that could cause error propagation
in the delay line has been performed for the proposed
technique and Hamming.

In this way, the quality of the proposed techniques is measured
in terms of effectiveness and complexity.

The circuit chosen for the comparison process of the examined
techniques to deal with the soft errors that generate bit flips in
storage elements is the low pass FIR filter evaluated in [21]. The
coefficient values for this specific filter in the Eq. (11) are:

h½n� ¼ �1 24 50 50 24 � 1½ � (12)

The selected FIR filter has simple and symmetric coefficients,
which reduces the complexity of multipliers (they are optimized
to multiply constant values) and allows sharing them between
taps of the delay line. Moreover, this structure is generic enough
to consider the extracted results of the study as general
conclusions about the compared techniques, considering general
FIR implementations.

Fig. 6 shows the structure of the low pass FIR filter used in the
experimental process.

In all the experiments, 8-bit input and output signals, x[n] and
y[n], are considered. In the case of Hamming, the code used was
(12,8).

5.1. Experimental environment description

As mentioned before, a simulation-based fault injection plat-
form [12] has been used to evaluate the effectiveness of the
proposed technique (see Fig. 7).

The platform is composed of the SST simulator developed by
the ESA Data Systems Division and Matlab. A commercial HDL
simulator (ModelSim) is used to run the simulations. For a given
circuit under test, a number of test cases in terms of the
corresponding input and output data would be generated using
Matlab. Also, a number of test configurations in terms of the soft
errors inserted using the SST would be produced. The test cases
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would be designed to fully test the circuit functionality and
performance while the test configurations would ideally reflect
the soft error environment that is expected for the device
operating conditions. Then, combinations of both can be easily
tested by just selecting the appropriate input and output data files
and test configuration file. In fact, with a simple script, the testing
of all relevant combinations can be easily automated.

The main modules of the platform can be seen in Fig. 7 and are
briefly described below:
1.
 SEUs Simulation Tool (SST): This component consists of a set of
modules used to prepare the environment to generate soft
errors in both sequential and combinational logic.
2.
 HDL Simulator: This module is in charge of holding the circuit to
test, and performing a simulation at the design stage. The
description of the environment is divided into two parts: the
circuit and the test bench. In particular, the test bench will
produce the different test scenarios for the circuit (based on the
input values provided by the Matlab module), will capture the
circuit outputs, and will compare them with the expected results
(also provided by Matlab). In the case both are different, that will
indicate an error, which will be logged in the system for further
study. This environment is generic (independent of the circuit
behavior) for circuits devoted to signal processing (or at least a
significant part of them). It is also flexible in the way that it is
straightforward to generate different input signals to test the
circuit operating in several environments. For other kinds of
circuits (e.g., controllers), another application rather than Matlab
would be designated to hold the golden data.
3.
 Matlab: This module compares the theoretically correct
behavior of the system with the actual outputs produced by
the HDL simulator. It has the advantage that the Matlab code
does not need to reflect the actual circuit implementation, it
only needs to be functionally equivalent. This facilitates the use
of a single Matlab model to explore different implementation
alternatives. The difference between both behaviors will
indicate the presence of a SEU, what will trigger the
mechanism to detect the source of such an error.

5.2. Effectiveness

Using the platform described above, a campaign of tests has
been performed in order to evaluate the behavior of the system
when protected with the different techniques. The procedure is as
follows: first, a random input sequence of 15,000 samples formed
SST

Matlab

Log

HDL Simulator

VHDL Circuit

Comparator
Test Bench

Inputs
Sim
Behavior

Fig. 7. Scheme of the simulation-based platform.
by pulses plus noise has been generated through Matlab, and then
several sequences of 100 SEUs in random time instants have been
inserted into the different techniques. These instants were
selected using an equally distributed probability function, with
the particularity that the maximum number of bit flips that can
occur during each clock cycle is one.

Results of these tests on the three protection techniques show
the same conclusions: the three techniques are totally effective
against single SEUs (no errors propagated to the output).

5.3. Complexity

In order to compare the complexity of the knowledge-based
proposed technique with TMR and Hamming codes, the three
systems have been synthesized. The area results in equivalent
gates (see Table 1) have been generated for a TSMC 0.25 um
library using Leonardo (by Mentor), assuming a 50 MHz clock and
an 8-bit datapath.

As it can be seen in the table below, the proposed technique is
the one with less area cost, followed by the Hamming protection
methodology.

These experiments have been repeated for a larger filter, with
10 taps. The increment of area for the three techniques is
illustrated in Table 2. In this case, the coefficients for the FIR
filter with ten taps are shown in Eq. (13):

h½n� ¼ ½�1 3 50 64 96 96 64 50 3 � 1� (13)

Again, the proposed technique has the lowest area cost, what
implies that it is scalable as the size of the filter grows.

5.4. Vulnerability

Another interesting issue related to the correction logic of the
proposed technique and Hamming consists of the time that the
logic needs to execute the correction. Due to the extra combina-
tional logic added, if the correction comes so late in the cycle, the
error will not be corrected, and it will go through the delay line.

Let us define the vulnerability of the technique as the
percentage of the cycle when a sudden error is not corrected,
due to the time issues discussed before. In other words, the
vulnerability is associated to the delay introduced by the extra
hardware of the protection logic, what can imply that the
correcting signals do not arrive in time (if these are triggered
late enough in the cycle), and therefore producing the error
propagation. In this way, if e.g. the vulnerability is 25%, that
means that a SEU would be corrected during the first 75% of the
cycle time, but it will be propagated to the next stage if it happens
in the last 25%. Obviously, the lower the vulnerability, the better it
is. Table 3 shows the results after comparing the vulnerability of
the proposed technique and Hamming, by performing an analysis
on the critical paths. Two experiments have been conducted, with
frequencies of 10 and 100 MHz. As it can be seen in this table, the
Table 1
Comparison of TMR and Hamming with the proposed technique for a six-

coefficient filter

FIR with 6 taps Frequency Gates Gate overhead on

unprotected (%)

(a) FIR with TMR 117.1 1704 115.4

(b) FIR with Hamming 105.5 1476 86.6

(c) FIR using system

knowledge

104 1363 72

FIR without redundancy

(unprotected)

137.8 791 –
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Table 2
Comparison of TMR and Hamming with the proposed technique for a ten-coefficient filter

FIR WITH 10 TAPS Frequency Gates Gate overhead on unprotected (%)

(a) FIR with TMR 104.2 2619 104.8

(b) FIR with Hamming 94.6 2405 88

(c) FIR using system knowledge 90.4 2114 65.3

FIR without redundancy (unprotected) 114.4 1279 –

Table 3
Vulnerability of Hamming and the proposed technique due to extra logic in the

critical path

Frequency (MHz) FIR with Hamming (%) FIR using system knowledge (%)

100 21 14

10 2.1 1.4

Table 4
Final comparison

Total area Effectiveness Delay

TMR High Good N/A

Hamming Average Good Average

Proposed technique Best Good Good
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vulnerability is worse for Hamming codes than for the proposed
technique. In both cases, the relative reduction of the vulnerability
has been 33%, what means that the proposed technique will be
able to correct SEUs arriving at a later instant than Hamming.
Although this reduction may seem small, it has an importance
influence in the behavior of the circuit, since the error rate
propagated at the output would statistically be reduced in the
same percentage.

Finally, to conclude this section, a summary of all the
conducted experiments in this paper is offered in Table 4. This
allows a quick comparison of the three techniques for area,
effectiveness and vulnerability.

5.5. Area cost: proposed technique vs. the LDSV approach

As a final experiment, the proposed technique needs to be
compared with the methodology presented in Section 3.3, the
linear digital state variable system approach. The problem with
this approach is that although good results have been reported
using it, nothing is said about its implementation cost, in terms of
the coefficient matrixes and the rest of circuits needed to perform
the calculations.

Let us analyze how this technique would be applied to the case
study of this paper. We need to consider that for the FIR
expression in Eq. (11), the relationship between the state and
the system input is

s1ðnÞ

s2ðnÞ

:

:

sN�1ðnÞ

2
6666664

3
7777775
¼

xðn� 1Þ

xðn� 2Þ

:

:

xðn� N þ 1Þ

2
6666664

3
7777775

(14)

This is because the main structure of the filter consists of a
delay line that simply shifts the input through the different taps.

Using Eqs. (11) and (14), and in order to satisfy Eq. (9), the A

and B matrixes may be derived as

A ¼

0 0 : 0 0

1 0 : 0 0

0 1 : 0 0

: : : : :

0 0 : 1 0

1 1 : 1 0

2
666666664

3
777777775

and B ¼

1

0

0

:

0

1

2
666666664

3
777777775

(15)

where the last rows of A and B correspond to the check codes of X

and Y, respectively.
A coding vector CV ¼ (1, 1,y,1) has been used. Note that in this
case, the input vector U is just the scalar x(n).

The first conclusion of this study is that both the A and B

matrixes are sparse (most of their values are null) when calculated
for the FIR filter. This is due to the particular FIR structure, whose
delay line forces the regular distribution of matrix A: the diagonal
of 1’s represents the information shift through the filter.

It is clear that when A and B are sparse, the overhead of
computing c(n) using Eq. (8) and checking it with Eq. (10) can be
significant. For the FIR filter under study, even when using the
simple coding vector CV ¼ (1, 1, y, 1), N�1 adders (where N is the
number of filter taps) are needed to compute each equation, plus
the registers needed to store c(n) and the logic to compare the
stored value with the re-computed one using Eq. (10). For this
particular case, this adds up to 10 adders, 11 registers and one 11-
bit comparator. The LDSV approach has been applied as per Eq.
(15) to the filter under study and synthesized, providing a gate
count of 1457 (larger than the one associated to our proposed
technique) and just to provide only error detection. For error
correction, more checking vectors and additional logic would be
needed. Moreover, the checking vectors have to include different
values to be able to provide error correction so that multipliers
will be used instead of adders. All these results clearly show that a
higher area overhead is required, compared with the proposed
technique, Hamming or even TMR (see Table 1).

In addition to the previous discussion, the vulnerability
introduced in Sections 4 and 5.4 will also be higher for this
approach. The error detection logic delay is given by the delay of
computing Eq. (10) plus the comparison operation, which is
clearly larger. For error correction, more logic is needed and
therefore the delay is even larger. Due to its complexity, a detailed
analysis of the vulnerability for this technique is outside of the
scope of this paper, but it can be seen that as for the gate count,
the vulnerability will be much higher than for Hamming or the
proposed technique.

Therefore, this reinforces the idea of why ad-hoc techniques
like the one proposed in this paper would lead to more optimal
results than generic approaches, as the one described in [14].
6. Conclusions

In this paper, a new protection technique for FIR filters has
been presented. Several experiments have been conducted in
order to compare this technique with TMR and Hamming codes.
It has been showed that the new technique, while providing a
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similar protection level to the others, incurs a lower area
overhead, which makes it more convenient.

Also, the presented technique has been compared with a
generic and well-known approach (LDSV) based on check code
correction and detection, in terms of area complexity. It has been
proven that although these techniques are easily implemented on
general circuits, they do not lead to an optimal cost as ad-hoc
techniques would do.

Other conclusions that can be drawn from the presented
work are:
�
 The proposed knowledge-based technique can be easily
extended to work with other kinds of digital structures. In
other words, this approach is not generic for a particular type
of circuits, but its generalization can be done easily.

�
 From the obtained results, adaptive filters would be good

candidates to continue exploring this technique. The reason of
this is since these filters have a larger area, this would produce
even more savings than the traditional protection techniques.

�
 Finally, the presented technique is not restricted to Space

applications. Other statistical functions to foresee soft errors
rates in different environments could be utilized, what would
enable to model other kind of scenarios.
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